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Solved Exercises

Exercise 1. Using the Newton-Raphson algorithm, find the square root of 2 in the interval [1, 2] with a precision
of ¢ = 1073, using ¢ = 2 as a starting starting point.

Solution .
We seek the square root of 2 in the interval [1,2], i.e., we find the root of the following equation

2 =2= f(x)=2>-2=0.
For all k£ € N, we apply the Newton-Raphson iterative scheme :

f(xr)
far)’

Thtl = T — ,k=0,1,2,...

We have f'(z) = 2x and f"(z) =2 >0, so

My = e |f(x) =2 and my = min|f' ()| = £/(1) =2

f(ffo) —9 f(2)

k=1:x =0 — ) =2 P —

|€ —a1] < %(wl —x0)% = %(2 —1.5)2=0.125
k=2:my =2 — J{,((:;ll)) - ;/((11 55)) — 1.416

€ = wal < o= (w2 —1)? = 5 (15— 1.416)2 = 0.0035
k=3:z3=a3 - f/((”;Z)) — 1.416 — ((11 i%)) — 1.414

|€ — 3] <o .1‘3—112) = 2>2<2(1416—1414) =2x107°

Thus, z* ~ 1.414 + 2 x 107 is the approximated square root of 2.

Exercise 2.

a- Give the iterative scheme of the Newton-Raphson algorithm to solve a nonlinear equation f(x) = 0.

b- Using the Newton-Raphson algorithm, determine the root in the interval [0, 1] of the equation z? = e=2*
with a precision of 1072, starting with an initial point 2y = 1.

Solution .

b- Let’s determine the root in the interval [0, 1] of the equation 2% = e~2% with a precision of 1073 using
the Newton-Raphson algorithm.
We have

fl(x) =224+2e"% and f’(z)=2—4e ",
with

My = r[réal>}(|f"( z)|=f"(1) =145 and m; = r[mlr]1|f( x)| = £(0.346) = 1.69.



Proceeding as in the previous exercise, we get :

f(330> —1_ f(l)

@) (1)
|€ — 21| < %(xl —20)? = 0.0624

k:11$1:$€0—

=0.6192

f(x1) £(0.6192)
k=2:29 =21 — =0.6192 — ————""/ — (.
=T G 0.619 7(0.6192) 0.5677
|€ — 25| < &(x —x1)* =0.0011
2] = 2m1 2 1 — U
f(x2) £(0.5677)
k=3:13=mx9— = 0.5677 — % = 0.5671
TR i () F(0.5677)

M.
€ — 3] < 2—2(953 —25)?=155x10"" <&
mi

Thus, z* ~ 0.5671 & 1.55 x 107 is the approximated root.

Exercise 3. Consider the equation f(z) = 2tan(x) —x — 1 =0 with z € [—n, 7]
a- Separate analytically the roots of this equation.
b- Calculate the number n of required iterations to approximate this root with a precision of 1073 using
the bisection method.

Solution .
a- We have f(z) = 2tan(z) —z—1, and f'(z) = ﬁ — 1. The table of variations of f is given as follows :
x -7 —7/2 /2 T
f'(x) + I + | +
+00 +0o0o —4.14
/() _— _— —
2.14 -00 —00
Thus, according to this table, there exists a single root in the interval | — 7, Z[.
b- Let’s calculate the required number of iterations n :
In (b—a)
> 2e
" In2

Therefore, to reach the root with a precision of 2 x 1072, we need at least n > 11.

Exercice 4 .
a. Approximate the smallest root of the function f(z) = 2% — 2z — 4 with a precision of 5 x 1073 using
Newton-Raphson and Lagrange methods.
b. Compare the two methods and draw a conclusion.

Solution . According to Figure 1, this function f(z) has two roots; let’s find the negative root located in the
interval [—2, —1].



FIGURE 1: Graph of f.

Approximating using Newton-Raphson method :

We have
fl(z) = 4a2® -2 < 0,Vz € [-2, 1],
f(z) =122° > 0,Vx € [-2,-1].
and
Ma = max {1f"(a)]} = |"(-2)] = 48
mi = min (1@} =17/ (-D)] =6
Since f(—2).f"(=2) > 0, we take xop = —2 as a starting point, and for all k£ € N, we set

f(@y)

Tr41 = Tk — f/(mk)

k=0,1,2,....

Following the iterative scheme of the Newton-Raphson algorithm, we obtain :

f(l‘()) 16
k=1:2 =a— — 9 — 153
LT i ) —34
M, , 48 ,
Ca] < 2 (e — ) = —2 (—1.53 4+ 2)2 = 0.
|€ .’131| = oy (1‘1 Z‘o) 2% 6( 53 + ) 0.88
f(:vl) —4.53
k=229 =a — - 153— =125
T ) ~16.32
M, ,
2| € 22 (29— 11)2 = 0.31
€ —x2| < S (z2 — 1)
f(l‘g) 0.94
k=313 =19 — — 125 — — 11542
TITI T  ) —9.81
M.
€ — 23] < ﬁ(xs —22)? =0.03
hmdimy — s T8 g 0083 4y
f’(.rg) —8.15

M
€ — 24| < —2m2 (24 — 23)% = 0.004
1

Hence £ = —1.144 + 0.004 is the prescribed solution.
Approximating using Lagrange method :




Since f(—1).f"(—1) < 0, we take zo = —1 as initial point,and for all n € N, we set

T, +2
f(xn) - f(_2)

with My = max (|f/(2)]} = (-2 =34 sand my = min {|f'(@)]} = |f'(~1)| =6

Tn+l = Tp — f(xn)

xo+ 2

k=1:2y =20 — f(xo)m =—1.05
lz1 =& < Mlm;lmlm — x| = 0.274
k=2:129 =121 — f(xl)ﬁ = —1.0941
|z —¢| < Mm;lmlm — 21| =0.164
k=3:%xx3 =29 — f(xg)#% = —1.1149
oy — €] < Mlm;lmwm ~ | = 0,097
k=4:24 =23 — f(xg)#% =-1.127
g — g < MLTM ) = 0.0564
my
k=5:x5=x4 — f(m)f(scS%_‘_fQ(—Q) = —1.1341
25 — €| < Mlm;lmlm — 4] = 0.033
k=6:16 =15 — f(%)ﬁ — 1.1382
|76 — &] < Mlm;lmﬂxﬁ — x5 = 0.0191
k=7:27 =26 — f(xﬁ)#% = —1.1406
|7 — €] < Mlm;lmlm — 26| = 0.011
k=825 =7 — f(xﬁﬁ = —1.1419
s — g < ML = 0.006
my
k=929 =15 — f(xg)#—i_fi_m = —1.14275

M, —
jzg — €] < ITW|.'L'9 — 2| = 0.004
1

Hence¢ = —1.14275 £ 0.004.
To achieve a precision of 5 x 1073, it would require 9 iterations using the Lagrange method, whereas

the Newton method requires only 4 iterations. The Newton method converges faster than the Lagrange
method.

Exercice 5. We consider the equation f(z) =0, with f(z) =1In(x) —z + 2.
1.a. Write the equation f(z) =0 in the form fi(z) = fa(z) with fi(x) = In(x).
b. Plot the graphs of f; and fo. What can be said about this equation ?



2.a. Perform 4 iterations of the bisection method to approximate the solution in the interval [3,4]. At
which iteration we obtain the best result ? Justify and conclude.

b. Determine the number of n of required iterations to achieve a precision of 1074,

c. Give an estimate of the error after 25 iterations.

3. Approximate the root with a precision of 10~* using the Newton-Raphson method, starting from 2y = 3.
4. Compare the two methods and draw a conclusion.

Solution .

1-a.
flx)=0&1In(z)—x+2=0
< n(z)=z-2
< fi(xz) = fo(x) avec fi(x) =In(z) et fo(x) =z —2

1-b. According to Figure 2, the graphs of f; and f; have two intersection points, so this equation has two
roots &1 €]0, 1] and & €]3,4].

0 0.5 1 1.5 2 25 3 35 4

FIGURE 2: Graphical separation of the roots.

2-a. Proceeding as in examples 1 and 2, we obtain x; = 3.5, xo = 3.25, z3 = 3.125, and x4 = 3.1875,
with a3 the best result obtained since f(x3)min{f(z;),? = 1,2,3,4}. We conclude that, although the
convergence of the bisection method towards the root is guaranteed, it is not monotonic.

2-Db.
b—a
ln(?)
In
In( o)
> 10227 13,29
= In2 ’
hence n > 14.
2-c
b—a
|$Tl - g‘ S 2n+1
4—-3 _g

3. By applying the Newton algorithm starting from the point x¢y = 3, and after 3 iterations, the algorithm
reaches the root within 10~%. The generated points are x; = 3.1479, x5 = 3.1462, and 3 = 3.1462.

4. To achieve a precision of 107%, it would require 14 iterations using the bisection method, whereas
the Newton method only requires 3 iterations. The Newton-Raphson method converges quicker than the
bisection method.



